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Contribution
We introduce a method for measuring dissim-
ilarity between phones using their distinctive
features. The proposed measure is used to cre-
ate a dissimilarity matrix and then a multidi-
mensional scaling (MDS) procedure is used to
achieve a suitable representation of the phones
in a vector space.
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Dissimilarity
There are many different ways to express the
distance between objects and stimuli. It is im-
portant then to choose a suitable metric which
leads to a meaningful description of a data
space, as wrong descriptions of facts may lead
to false results and wrong interpretations.
The distinctive feature theory[1] provides a
way of characterizing speech sounds based
on articulatory, acoustical and perceptual at-
tributes. In this theory, there is a unique repre-
sentation, based on presence or absence of fea-
tures, for each speech sound. We use here the
theory of distinctive features to create a mea-
sure of dissimilarity: a distance measure be-
tween two segments defined as the number of
features that they do not share.
The figure below shows the distinctive features
for the English Language[5],
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and the next figure presents the dissimilar-
ity matrix created from the distinctive features
shown above.
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Multidimensional scaling
A multidimensional scaling (MDS) consists of
finding a representation of objects in a vector
space such that the distance between those rep-
resentations are in accordance with the dissim-
ilarities presented by the input matrix. “This
configuration reflects the ‘hidden structure’ in
the data, and often makes the data much easier
to comprehend.” [2]
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Results
Figures (a) and (b) present MDS results from the distinctive feature data for the English consonants.
Figures (c) and (d) show results obtained from the data of Miller and Nicely[4]. (e), (f), (g), (h), (i)
and (j) are MDS graphics created from the distinctive feature data for vowels of different languages.
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2D Plot - the proportion of variation explained is0.46

[N]

[h]

[b]

[v]

[f]

[m]

[P]

[l]

[p]

[j]

[z]

[Ã]

[D]

[T]

[k]
[Z]

[d]

[t]

[S]

[ô]

[Ù]

[s]

[g]

[n]

3D Plot - the proportion of variation explained is0.64
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a) English Consonants (2D plot) b) English Consonants (3D plot)
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2D Plot - the proportion of variation explained is0.21
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2D Plot - the proportion of variation explained is0.51
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c) 16 English Consonants (Miller and Nicely) d) 16 English Consonants (Miller and Nicely)
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2D Plot - the proportion of variation explained is0.64
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2D Plot - the proportion of variation explained is0.63
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2D Plot - the proportion of variation explained is0.61
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e) German Vowels f) English Vowels g) French Vowels
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2D Plot - the proportion of variation explained is0.65
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2D Plot - the proportion of variation explained is0.79
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2D Plot - the proportion of variation explained is0.52
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h) Portuguese Vowels i) Russian Vowels j) Swedish Vowels

Comparison
Miller and Nicely[4] presented an experiment
where a series of stimuli, sixteen English con-
sonants, were presented to subjects who were
forced to guess them at every sound. The
stimuli were presented under different filtering
(low and high pass) and various signal-to-noise
ratios (SNR). The results were given as a confu-
sion matrix.
The results from Miller and Nicely were used
to create a dissimilarity matrix. An MDS was
also performed in order to compare these re-
sults with those achieved through the feature
theory approach.
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